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Fool Me If You Can: Mimicking Attacks
and Anti-Attacks in Cyberspace

Shui Yu, Senior Member, IEEE, Song Guo, Senior Member, IEEE, and Ivan Stojmenovic, Fellow, IEEE

Abstract—Botnets have become major engines for malicious activities in cyberspace nowadays. To sustain their botnets and disguise
their malicious actions, botnet owners are mimicking legitimate cyber behavior to fly under the radar. This poses a critical challenge
inanomaly detection. In this paper, we use web browsing on popular web sites as an example to tackle this problem. First of all, we establish
a semi-Markov model for browsing behavior. Based on this model, we find that it is impossible to detect mimicking attacks based on
statistics if the number of active bots of the attacking botnet is sufficiently large (no less than the number of active legitimate users).
However, we also find it is hard for botnet owners to satisfy the condition to carry out a mimicking attack most of the time. With this
new finding, we conclude that mimicking attacks can be discriminated from genuine flash crowds using second order statistical metrics. We
define a new fine correntropy metrics and show its effectiveness compared to others. Our real world data set experiments and simulations
confirm our theoretical claims. Furthermore, the findings can be widely applied to similar situations in other research fields.

Index Terms—Mimicking, flash crowd attack, detection, second order metrics

1 INTRODUCTION

IN this paper, we attempt to answer the following question:
can we detect legitimate cyber behavior mimicking at-
tacks from large scale botnets? The answer is: it depends.
We first demonstrate this by proving that legitimate cyber
behavior can be successfully simulated, therefore, it is not
possible to discriminate mimicking attacks from legitimate
cyber events using statistical methods. However, in order to
achieve this, attackers need to satisfy one critical condition:
they have to possess a sufficiently large number of active
bots, with no fewer than the number of active legitimate
users of the simulated events. By active bots, we mean the
bots that botnet owners can manipulate at the time they
initiate attacks.

Botnets are the main drivers of cyber attacks, such as
distributed denial of service (DDoS), information phishing
and email spamming. These attacks are pervasive in the
Internet, and often cause great financial loss [1], [2]. Motivated
by huge financial or political reward, attackers find it worth-
while to organize sophisticated botnets for use as attack tools.
There are numerous types of botnets in cyberspace, such as
DSNXbot, evilbot, G-Sysbot, sdbot, and Spybot [3]. On one
hand, researchers have studied botnets from various
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perspectives, including botnet probing events [4], Internet
connectivity [5], size [6], and domain fluxing [7], [8]. On the
other hand, botnet owners have at their disposal state-of-the-
art techniques, such as stepping stones, reflectors, IP spoofing
[1],[9], code obfuscation, memory encryption[10],and peer-to-
peer implementation technology [9], [11], [12] to sustain their
botnets and disguise their malicious activities and traces.

Moreover, sophisticated hackers are trying their best to
mimic legitimate cyber behavior to fly under the radar [13],
with popular websites becoming the major victims of cyber
attacks. Experienced attackers usually simulate the phenom-
enon of flash crowds to disable intrusion detection systems
(referred to as a flash crowd attack) [14], [15]. There are many
other examples of mimicking attacks, such as email spam-
ming and botnet membership recruitment. In this paper, we
use legitimate web browsing and flash crowd attacks to study
mimicking attack and the anti-attack issue.

Discriminating flash crowd attacks from genuine flash
crowdshasbeen explored forapproximately a decade. Previous
work [16]-[18] has focused on extracting DDoS attack features,
followed by detecting and filtering DDoS attack packets using
the known features. However, these methods cannot actively
detect DDoS attacks. The current popular defence against flash
crowd attacks is the use of graphical puzzles to differentiate
between humans and bots [19]. This method involves human
responses and can be annoying to users. Another common
method is detecting anomalies by modeling legitimate behav-
ior,inwhich Markov models are the popular tools. For example,
Xieand Yu[20]used thehidden semi-Markov model,and Awad
and Khalil [21] employed the all-Kth Markov model to describe
web browsing dynamics. Oikonomou and Mirkovic tried to
discriminate mimicking attacks from real flash crowds by
modeling humanbehavior [22]. These behavior based discrimi-
nating methods work at the application layer, and are therefore
limited to the potential victim’s location. An ideal detection
method should be feature independent and work on a large
scale, e.g. at the network layer.
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In this paper, we study mimicking attacks and detections
from both sides, as attackers and defenders, which is a
significant extension based on our preliminary work in
[23]. From the botnet programmers’ perspective, in order to
simulate the legitimate behavior of a web browser, we need
three key pieces of information: web page popularity of the
target website, web page requesting time interval for a user,
and number of pages a user usually browses for one browsing
session (referred to as browsing length). Based on the research
on web browsing dynamics, there are three distributions in
place for the three key pieces of information. Namely, the web
page popularity follows the Zifp-Mandelbrot distribution
[24], the page requesting time interval follows the Pareto
distribution [25], and the browsing length follows the inverse
Gaussian distribution [26]. Furthermore, Borgnat et al. [27]
observed a backbone of the Internet for 7 years (2001 to 2008),
and compared their observation with previous ones (1998-
2003) [28]. They concluded that the Internet is consistent in
terms of traffic although the Internet has developed signifi-
cantly. Therefore, the properties of the Internet we use in this
paper are reliable. If botmasters have a sufficient number of
active bots (here we mean the number of active bots is no
fewer than the number of active users of a genuine flash
crowd, which we will refer to as the sufficient number condi-
tion), then each bot can simulate one legitimate user using the
three statistical distributions. As a result, it is impossible to
differentiate mimicking attacks from the legitimate web
browsing of a large number of browsers. We will analyze
and prove this as the first goal of this paper.

However, it is hard for botnet owners to meet the sufficient
number condition for certain mimicking attacks, such as flash
crowd attacks. In general, people have an inappropriate and
exaggerated image of hackers. They are usually described as
extremely smart individuals who can easily compromise and
control a large number of computers. However, this is simply
not true, as there are many factors constraining the number of
active bots a hacker can use, such as, widely used anti-virus
software, software patching, or power off of host computers.
Rajab et al. [6] discovered that the number of active bots for a
given botnet is usually at the hundreds or a few thousands
level, although the number of alive bots may be much larger.
On the other hand, the number of legitimate users for a flash
crowd is generally in the hundreds of thousands [29]-[31].
As a result, in order to execute a flash crowd attack, one bot
has to carry out the task of simulating tens or even hundreds
of legitimate users. To the best of our knowledge, this is a new
feature to the cyber security community. By taking advantage
of this new feature, defenders can detect legitimate behavior
mimicking attacks. This is our second goal.

We note that in order to execute a flash crowd attack, all
bots have to act exactly as a legitimate user aside from their
malicious aims, e.g., using real IP addresses, submitting
genuine page requests and so on. Otherwise, the attack can
be easily identified by existing detection algorithms, such as
detection strategies based on IP spoofing [32], hop-count [33]
and packet score [34].

This paper makes the following contributions.

* We demonstrate that botmasters can simulate a flash
crowd successfully in terms of statistics. With a sufficient
number of active bots, a botmaster can use one bot to
simulate one legitimate user using the knowledge of web
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browsing dynamics. We prove this conclusion in theory
and confirm it with real world data experiments. Under
this circumstance, the current feature, statistics or brows-
ing behavior based detection algorithms will be disabled.
We find a new feature of today’s botnets, namely, the
number of active bots is usually much lower than the
number of legitimate users of a genuine flash crowd.
Based on this new finding, we can detect the mimicking
attacks when the sufficient number condition does not
hold for botmasters. We also prove this claim in theory
and confirm it with simulations for the flash crowd attack
cases.

We establish a four parameter semi-Markov model to
represent browsing behavior. Using this model, we can
successfully simulate browsing behavior, and therefore
can successfully initiate a flash crowd attack. Moreover,
this model can be used for simulations and performance
analysis for related research communities.

We propose a new second order statistical metric for the
detection purpose. We find that the first order statistical
metric does not serve our discrimination task, and the
traditional second order metric (e.g. the standard devia-
tion) is not good enough in terms of detection granularity.
We therefore invent a new second order statistical metric
based on the traditional correntropy to serve the detection
tasks with a fine detection accuracy.

The rest of this paper is organized as follows. Related work
is discussed in Section 2, followed by the modeling, analysis
and algorithm design of the browsing behavior simulation in
Section 3. The effectiveness of mimicking attacks is evaluated
in Section 4. In Section 5, we discuss the possibility of differ-
entiating mimicking attacks using second order statistical
metrics when the sufficient number condition does not hold,
and also present the detection algorithm and simulations in
this section. Further discussions are presented in Section 6.
Finally, we summarize this paper and discuss future work in
Section 7.

2 RELATED WORK

2.1 Botnet and Mimicking Attacks
Cyber attackers are organizing more and more botnets to
carry out their illegal tasks [12], such as launching DDoS
attacks, sending spam emails, performing information phish-
ing and collecting sensitive information.

A botnet is usually established by a botnet writer develop-
ing a program, called a bot or agent, and installing the
program on compromised computers on the Internet using
various techniques. All the bots from a botnet are controlled
by a botmaster. The hosts running these programs are known
as zombies [1], [3], [35]. For a botnet, there is one or a number
of command and control (C&C) servers to communicate with
bots and collect data from them. In order to protect the C&C
servers and sustain the botnet, the IP address of the URL of the
C&C is rapidly changed by botmasters. This is known as fast
IP fluxing [36], [37]. The latest strategy for this purpose is
domain fluxing, namely changing the URL of the C&C on a
frequent basis [7], [8]. If these two methods are used together,
it is more difficult to detect the botnet.

The majority of current DDoS attacks are performed by
botnets [9]. DDoS attackers aim at exhausting the victim’s
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resources, such as network bandwidth, computing power,
operating system data structures [3]. In order to sustain their
botnets, botnet owners employ various strategies against
detection and traceback. For example, using a stepping stone
to protect their C&C centers, IP spoofing and reflectors to hide
the real addresses of bots [1], [9], code obfuscation, memory
encryption to guard against reverse engineering on bot pro-
grams [10], and peer-to-peer implementation technology to
improve the sustainability of the whole botnet [11], [9], [12].
They also simulate the phenomenon of a flash crowd to fool
detection algorithms [20], [22]. With the establishment of a
botnet, it is easy for attackers to execute flash crowd attacks, as
attacking bots are distributed all over the world, and some of
the host computers are also used by genuine viewers to access
the victims. Defenders do not have an effective method to deal
with botnets on large scale networks.

Determining the size of a botnet is important to both
attackers and defenders. Researchers have employed various
methods to attain the size of botnets, such asbotnet infiltration
[3], DNS redirection [38] and external information [6]. A direct
method to count the number of bots is to perform botnet
infiltration and count the bot IDs or IP addresses. Stone-Gross
et al. used this method and reported that the footprint of the
Torpig botnet is 182,800, and the median and average size of
the Torpig’s live population is 49,272 and 48,532, respectively
[3]. The live population means the active bots counted during
the whole observation period. Another method is to use DNS
redirection. Dagon, Zou and Lee [38] analyzed captured bots
using honeypot, identified the C&C server using source code
reverse engineering tools, manipulated the DNS entry which
isrelated to abotnet’s IRC server, and then redirected the DNS
requests to a local sinkhole. This meant they could count the
number of bots in a botnet. They reported that the number of
footprints of a botnet can reach 350,000. However, there are
far less active bots that a botmaster can use to initiate a flash
crowd attack than its footprint and live population. There are
anumber of reasons for this, such as host power off, anti-virus
patching and system reinstallation. Rajab et al. investigated
this issue, and pointed out that the number of active bots for a
given botnet is usually at the hundreds or a few thousands
level [6].

2.2 Web Browsing Dynamics

Breslau et al. analyzed web accessing behavior and found
that page popularity follows the Zipf-like distribution [26].
A general form of the popularity distribution is called the
Zipf-Mandelbrot distribution [24]. These findings are widely
used in research papers, such as [39] and [40].

For a given website, we assume that there are N(N > 0)
web pages in total, and they are sorted in terms of popularity
from the most to the least as wy, ws,...,wy. Let random
variable W be the requested web page, and Pr{W = w;] be
the request probability of page w;. Then the Zipf-Mandelbrot
distribution can be formulated as

Q
wi] = Wﬁ (1)

Pr[W =
where o, (o, > 0) is the skewness factor, which dominates the
skewness of the distribution, and ¢(¢ > 0) is the plateau factor,
which makes the probability of the highest ranked pages flat.
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The Zipf-Mandelbrot distribution becomes the Zipf distribu-
tion when o, = 1, and it becomes the Zipf-like distribution

when ¢ = 0.Since Y | Priw =w;] =1,9= (2~ ﬁ)q

Ifall the bots of abotnet use Pr[W = w;] to decide the pages
to browse, then the page request distribution on the victim’s
side follows the Zipf-Mandelbrot law, and we are unable to
identify which ones are attack requests. Therefore, attackers
can easily disable statistics based detection algorithms using
this strategy in their bot programs.

Crovella and Bestavros found that viewing time distribu-
tion on web pages follows the Pareto distribution [25]
(confirmed also by [41] and [42]). Let random variable T" be
the page viewing time for a given web page, and t,, be the
minimum page viewing time for a given website. For a given
web page with viewing time ¢, the probability of the viewing
time distribution is defined as follows.

Pr(T =1t) = aytyrt™ Y, (2)

where t,, <t, and o, is also called the Pareto index.

This information is very useful for botnet writers. Once a
browsing page has been decided, a bot submits the page
request to the victim and downloads the page to the host
computer without displaying it (e.g. discarding it or deposit-
ing it to the cache). When the requested page has been down-
loaded, the bot decides a “reading" time interval following the
Pareto distribution before requesting another web page.

The last element for browsing dynamics is browsing length
L, namely the number of pages a user generally views during
a browsing session. Huberman et al. indicated that the prob-
ability of L follows the two-parameter inverse Gaussian
distribution [43], formulated as follows.

D) 1= m)*

where 4 is the mean, and A is the shape parameter. The
inverse Gaussian distribution approximates the Gaussian
distribution when A — oc.

This information can be employed by botnet writers to
decide how many pages to request for a bot, otherwise, the
defender may notice that many “clients” have a long browsing
length, and therefore detect the attack. This fact forces bot-
masters to possess a sufficient number of active bots to carry
out flash crowd attacks.

2.3 Similarity Measurement

Similarity measurement has been extensively explored for
many years, with researcher inventing many metrics, includ-
ing first order and second order metrics. For example, mean
and the Kullback-Leibler distance are first order metrics,
while standard deviation and correntropy [44] are second
order metrics. It is not difficult for attackers to exhaust their
active bots to generate the same average number of page
requests as a flash crowd. Therefore, first order metrics are
vulnerable to sophisticated mimicking attacks. However,
when the sufficient number condition is not met for attackers,
the flow feature of standard deviation or second order statis-
tics will reveal the difference between a genuine flash crowd
and a flash crowd attack.
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Correntropy is a recently invented local tool for second-
order similarity measurement in statistics. It works indepen-
dently on measuring pair-wise arbitary samples. Correntropy
metrics are symmetric, positive, and bounded. For any two
finite data sequences A and B, suppose we have sample
{(A, B))}iL;,m €N, then the similarity of the sequences are
estimated as

— Ly k4 (1)

J=1

77LU A B

3|H

where k,(-) is the Gaussian kernel, which is usually defined as

follows.
72
@) )

Correntropy is widely used in various disciplines, such as
face recognition [45].

ko(-) 2 eXp(f

3 LEGITIMATE BROWSING BEHAVIOR MODELING

In this section, we act as attackers in order to study how to
mimic the browsing behavior of a legitimate web viewer. We
establish a mathematical model based on the semi-Markov
Chain process for this purpose, and describe a mimicking
algorithm.

3.1 An Individual View of Web Browsing Behavior
If a botnet owner has a sufficient number of active bots (the
sufficient number condition holds), then he can use one bot to
act as one legitimate viewer. The problem for botnet writers is
how to statistically simulate the behavior of a legitimate
browser. A browsing session for a user is shaped by three
factors: which pages to request, time duration of viewing a
page and how many pages to go through. As discussed
in Section 2, these three factors are determined by the Zipf-
Mandelbrot, the Pareto and the inverse Gaussian distribu-
tions, respectively.

We suppose that a given potential victim web site has
N(N > 0) web pages in total. Furthermore, we can obtain the
ranking wi, ws, . . ., wy of the N pages in terms of popularity
by observing legitimate page requests, from the most popular
one to the least popular.

Definition 1 (Flow). A flow is a group of HTTP requests that
share the same source IP and destination IP addresses.

For a given observation point, we count the number of
HTTP requests of each flow for the given time intervals. As a
result, a flow is a sequence of numbers. We denote this flow as
F(u, o), where 11 is the mean of the flow and o is the standard
deviation of the flow. Physically, u is the average number of
HTTP requests for a web page over the observation time
intervals. Furthermore, we denote a genuine flash crowd as
F.(ft, 0¢) (c stands for flash crowd), an original attack flow as
Fo(tta, 04) (a stands for attack), and an aggregated flow of
attack flows as F(p,, 0,4) (g stands for aggregated).

To describe the browsing behavior of a legitimate web
viewer, we extend the classical Markov model to a four
parameter semi-Markov model as follows.

A= (P,T,L,7),
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Fig. 1. The state transition of the four parameter semi-Markov Chain
model for browsing behavior.

where P, T, L, represents the state transition matrix, dura-
tion at the current state, browsing length, and the initial
probability distribution of the states, respectively.

In our model, we treat every web page as an unique state.
We use s; to denote the state of web page w;. In general, a
viewer may start his browsing session with any page of the
web site, and follow the hyperlinks of the current page to
access other pages. At the same time, there is a possibility
during the browsing session that a viewer may key in a URL
or choose a URL from his favorite list. This results in a jump
from page i to page j(j # ¢) where there is no hyperlink for
page jinpage. In order to deal with this situation, we define a
special page, null page (denoted as page wy, and state sj in the
state space). As a result, the jump from page i to page j can be
interpreted as: page ¢ transfers to the null page, and then the
null page transfers to page j. If a viewer terminates his
browsing session at this web site or leaves the web site then
the viewer stays at state s.

We use variable ¢; to represent the state at time ¢.

Let p;; represent the transition probability from state 7 to
state j, namely,

pij £ Prlge = sjla: = 51,0 < 4,5 < N.

Then the state transition matrix can be represented as

P= {pL]}70 S 277 S N’

where Zj]io pij =1, and Zf\:(] pij = 1.

The state transition is shown in Fig. 1.

Weuseaset{h;}(0 < i < N)torepresentall the hyperlinks
of page w; (including the special hyperlink to page wy).
When a bot progresses its browsing from a current web page
w;, suppose the next web page is w;, then the transition
probability p;; can be calculated as follows.

PriW = wj]
Zke{h,} Priw = w]’

pij = (6)

The second parameter of the model, 7', represents the time
duration a viewer stays at the current state.
where ¢; denote the time duration of state s;. Physically, it is

the time interval of viewing the current page. 7" follows the
Pareto distribution, which has been defined in equation (2).
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The third parameter of the model, L, represents the brows-
ing length of the current session.

L={l}=1{0,1,---,N}.

It follows the inverse Gaussian distribution, which is
defined by equation (3).

The last parameter 7 is the probability that a viewer selects
apage as the first page of his browsing session, and parameter
m(0 < i < N) indicates the probability of the initial state s;,

ﬂ'iéPT[(ﬂ :Si|q025017i:0717"'7N7

where w5 =0, Zf\:g m =1, and m;(1 <i < N) follows the
Zipf-Mandelbrot distribution, which has been defined by
equation (1).

In order to find the four parameters for the semi-Markov
model, we should observe the potential victim for sufficient
time in attack free cases, and based on the data collected, we
can extract the four parameters. Of course, this training
should be taken periodically to update the parameters to
reflect the ever changing web browsing behavior.

With this four parameter semi-Markov model in place,
every bot can independently simulate a legitimate web view-
er’s browsing behavior.

3.2 A System View of Web Browsing Behavior

In a genuine flash crowd scenario, we are interested to see the
various phenomenon in a system viewpoint. For example, for
a given point of time, we expect to know the number of total
page requests to a web site, and number of requests for a
specific web page of the web site.

In order to answer these questions, we need one more
parameter: the number of active web viewers for a given
time point ¢, which we denote as n(t). n(t) varies against the
time point of a day. Intuitively, there are more web viewers
during working time than early morning. We have conducted
a 30 days observation on n(t) for every 30 minutes, and
found that n(t) was stable day after day. In Fig. 2, we present
our observation of n(t) on June 1, 2010 of a popular news web
site.

From Fig. 2, we find there is significant variation among the
number of web viewers. For example, there are less than 100
concurrent viewers at 5 or 6 am, however, it soars to more than
1,000 around 11 or 12am, and is relatively stable in the
afternoon and into the middle night, with around 400 viewers.
There are many factors that impact n(t), e.g. time zone,
holidays, weekdays or weekends. Therefore, it is hard to have
a closed form of n(t). However, this does not impact our
modeling and analysis.

Following the properties of the Pareto distribution, when
o, > 1, the mean of the viewing time is

tmay,

T= (7)

a,—1°

Therefore, we can obtain an average of frequency F' (the
number of pages a browser reads for a unit of time) as
1 -1

F===-12—.
T tmap (8)
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Fig. 2. The distribution of the number of browsers for every 30 minutes on
June 1, 2010 for a popular news web site.

The number of page requests for a given time point ¢, R(t),
observed at the server end can be expressed as

a, —1

R(t) =n(t) - (9)

tm ap

If we break this down further, for the same scenario, the
number of requests for page w;(1 < ¢ < N) at time point ¢ is

R(t,w;) = Pr[W = w;] - R(t)

Q ay—1
@+QY’n@y

(10)

Loy

Moreover, the duration of a browsing session for a user is
dominated by

PriD=t-]=Pr[T =t L=

_ ayp—(a,+1
= atort (ap+1)

A A= m)?
— —_. 11
2ml3 eXp|: 221 (11)

Based on Wald’s theorem, the mean of the duration of
browsing sessions is

DT .T = m%
oy —1

(12)

Suppose we observe the number of users every At (At < D)
time interval, and we have conducted k observations, then
during this time interval AT = kAt (AT > D), the number of
unique users accessing the system is

n(AT) =

ol &

k
(13)

i

Equation (13) indicates the number of unique bots that a
botmaster has to possess in order to carry out a mimicking
attack for a duration of AT.

Based on the four parameter semi-Markov model and the
analysis, we can make the following conclusion.
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Theorem 1. Ifabotnet owner has a sufficient number of active bots,
then he can successfully mimic a given flash crowd.

Proof. Suppose there is a genuine flash crowd flow, Fi.(y, o.)
(as defined in Definition 1), and it is generated by n(t)
legitimate browsers at any given time point ¢.

In order to successfully simulate it, we firstly observe
the flash crowd, and collect the page requests data. Once
the collected data set is sufficient, we can extract the
parameters for the semi-Markov model A = (P, T, L, 7).
A page request software package can be programmed, and
injected to all bots. For any give time point ¢, the botnet
owner activates n(t) bots to execute their semi-Markov
model based programs.

From a system and statistical viewpoint, the flash crowd
attack is the same as the mimicked genuine flash crowd, no
matter what perspective we use, such as total number of
page requests, or number of requests for a specific web
page, number of unique browsers for a given time
interval. o
Theorem 1 indicates that a flash crowd can be successfully

simulated in terms of statistics. At the same time, we

note that a critical element for the simulation is that the
sufficient number condition holds, which is dominated by

equation (13).

3.3 The Legitimate Behavior Mimicking Algorithm
In order to simulate legitimate flows or a flash crowd of a web
site, attackers have to firstly study the subject and extract
related browsing dynamic parameters. There are practical
methods to obtain the parameters. For example, attackers can
observe the traffic to the victim on one or a few compromised
routers. Due to the scale free property of power law, which
includes both the Zipf-Mandelbrot distribution and the Pareto
distribution, they can obtain the parameters appropriately
based on a partial observation.

When all the parameters are in hand, we can arrange active
bots to carry out a mimicking attack. We present the imple-
mentation detail of the mimicking attack in Algorithm 1.

Algorithm 1: The mimicking attack algorithm

1. Observe the target web site, and extract the related brows-
ing dynamic parameters a., q, o, A, fu, n(t).

2. Initialize the parameters of the semi-Markov model A.

3. Take n(t) bots from a set of active bots, {bots},, and instruct
these bots to run independently.

4. foreach bot € {bots}, do
4.1. Generate a random number rnd.

4.2. Identify an initial page according to equation (1)
with rnd;

4.3. Decide the browsing length L for this bot using
equation (3) with rnd;

44.5=1;
while j < L do

a. Submit the request and discard the downloaded
content;
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b. Wait for a time interval decided by equation (2)
and rnd;

cj=j+1

d. Identify the a new page to request following the
semi-Markov model A.

end
4.5. Remove the current bot from the set {bots},;
end
5. Introduce new bots and update n(t);
6. Go to step 4.

This algorithm can be used to launch a flash crowd mim-
icking attack if we have a target flash crowd to obtain the
browsing dynamic parameters. This methodology can be
applied to other types of mimicking attacks, such as email
spamming, botnet membership recruitment or virus
spreading.

4 EFFECTIVENESS OF THE MIMICKING ATTACK
MODEL

In order to demonstrate the effectiveness of the proposed
mimicking attack algorithm, we collected the web dynamic
data of a popular news web site for thirty days (from June 1 to
30,2010) at a major backbone network center. The data for two
days (the 1st and the 30th of June 2010) has been explicitly
extracted for our experiments. We used the data from day 1 as
a training data set, and extracted the key parameters from the
data set to populate the parameters of the semi-Markov
model. We call these as training data and target data, respec-
tively. We arrange the data sets into a matrix for both days:
each web page of the web site is a row in the matrix, and every
column denotes the number of requests in a thirty minute
duration.

Firstly, we simulate the number of legitimate browsers at
different time points for the target data. As the training data
has offered us this information as n(t), we simulate the target
n’'(t) as follows.

n'(t) = n(t) + (0.5 — z) - |n(t) — n(t — 1)|, (14)
where z is an uniform random variable between 0 and 1, and
t=20,1,...,47. Due to the fact that the variation could be
positive or negative, we therefore use 0.5 — x(—0.5 <
0.5 — z < 0.5) multiple the term |n(¢) — n(t — 1)| to reflect the
fact.

A comparison between the real data of requests for day 30
and the mimicking requests of the target data is shown in
Fig. 3. We found that the mimicking data and the real data
were very close.

Secondly, we needed to identify the o, and «, for the
semi-Markov model. Both Zipf-Mandelbrot and the Pareto
distributions are power law distributions. For the sake of
simplicity, we assume ¢, = «;, and denoted it as . We
applied the Least Square Summary (LSS) method on the
training data set, and found that the best o was 1.31. More-
over, we found that ¢ = 4 under the condition of o = 1.31.
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Fig. 3. The comparison of the total number of requests for every 30 min-
utes between the real data of the target data (day 30) and the data we
simulated based on the training data (day 1).
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Fig. 4. The web page request distribution of the target data and that
generated by our mimicking model for a whole day.

Following the previous research [20], [25], [42], [46], we
took the minimum viewing time ¢,, = 30 seconds. Following
the properties of the Pareto distribution, we obtained the
mean viewing time for a page as 126.77 (seconds). Humerman
et al. indicated that ;; = 15 in their experiments for browsing
length [43]. Therefore, the mean life span for a browsing
session is T = 15 x 126.77 = 1901.55 (seconds) following
equation (12), which is around 31.69 minutes.

With these parameters in place, we can populate them into
the semi-Markov model, and execute individual bots inde-
pendently to carry out the mimicking. At the same time, we
also have the real data of the target day.

Wesstudied the request distributions for a twenty four hour
period to test the effectiveness of our simulation. We com-
pared the distribution generated by our mimicking model
against the target data, with the results presented in a log-log
graph in Fig. 4. Once again, the difference between the
mimicking attack algorithm generated data and the real data
is very limited. We are unable to differentiate them through
statistical methods.

On the other hand, we further investigated the effective-
ness of the simulation model in terms of a short time period.
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Fig. 5. A comparison of web page request distribution between the real
target data and that generated by our mimicking model in a short time
period (30 minutes).
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Fig. 6. A comparison of a whole day’s web page request distribution for
the most popular page of the day between the real target data and that
generated by our mimicking model.

We took just one sample duration (6:00 - 6:30 pm) of the data
set as our study object. For this case, our simulation model
indicates that we need 326 bots based on equation (14). In
Fig. 5, we present the result of this comparison, further
confirming that the mimicking model is effective. Once again,
we are unable to discriminate it in terms of statistics.

Furthermore, we investigated the whole day request dis-
tribution for a specific web page. We identified the most
popular web page of the target day, and simulated the request
distribution based on our model with the extracted para-
meters from the training day data set. The result is shown
in Fig. 6. From statistics perspective, we believe the simulation
was successful.

In summary, the mimicking attack algorithm was effective
on different scales, whether twenty four hours or thirty
minutes, and also effective for the whole request distribution
or the request distribution for a single wb page. We conclude
that it is impossible to discriminate such attacks from their
statistics.
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5 MIMICKING ATTACK DETECTION

As we discussed previously, if the sufficient number condition
holds for a botnet owner, then he can successfully simulate a
cyber event. However, the sufficient number condition is hard
to meet in some instances, such as flash crowd mimicking
attacks. The problem is how to detect flash crowd attacks when
the sufficient number condition is not met by botnet owners.

5.1 When the Sufficient Number Condition
Does Not Hold

We notice that the number of active bots that a botmaster
possibly has is far less than the number of legitimate users of a
flash crowd. The number of legitimate browsers of a genuine
flash crowd is usually in the hundreds to thousands level.
For example, from the World CUP 98 data set [29] and the
Auckland data set [30], we see more than 3,000 requests per
second. If a browser views a page for 2 minutes on average
(based on the knowledge of the previous section), then we
roughly have more than 360,000 concurrent browsers. How-
ever, based on previous research [6], the number of active bots
of a botnet is usually only at the hundreds or a few thousands
level.

This finding is new and has never been used by researchers,
to the best of our knowledge. To obtain the same number of
requests for a given time interval of a flash crowd, botnet
owner has to exhaust every active bot to generate tens, even
hundreds times of page requests than that of a legitimate user
for a given time interval. This action results in the time interval
between two consecutive requests of a simulating flow being
much shorter than that of a legitimate flow, and this difference
can be uncovered using second order metrics.

Before we progress on the detection of mimicking attacks,
we confine our discussion within the following assumptionsin
order to make our analysis feasible. Of course, the conditions
canberemoved inpractice, whichwillmakeitmore complexto
deal with mimicking attacks. We will further discuss about
these in the limitation and further discussion Section.

* We suppose attackers can obtain the browsing dynamics
of the victim. They can obtain the statistics through
observing a close router to the victim, or using other
strategies, such as internal attacks and social engineering.

* We assume the attacking botnet is homogeneous.

For a given time point ¢, let p(¢) be the ratio at time ¢, n.(t)
be the number of legitimate users that a botmaster expects
to simulate, and n,(t) be the number of active bots a bot-
master has.
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In order to specify this new found feature, we make a
definition of ratio as follows.

Definition 2 (Ratio). A ratio p is the percentage of the number of
active bots over the target number of legitimate users for a given
time point. It can be expressed as

(15)

We only discuss the case 0 < p < 1. Otherwise, we cannot
detect the mimicking attack as mentioned in the previous
discussion.

In order to explain the difference between a legitimate flow
and an aggregated mimicking flow, we present the new found
feature using Fig. 7 (a upward arrow represents a page request
at the time point). In the diagram, (a) represents a page
requesting sequence of a legitimate user. We suppose there
is one page request per time unit for the user, and the time
interval between two consecutive requests is a random vari-
able. (b) represents the sequence of page requests of a bot.
A bot has to generate % page requests for a time unit.

Let the mean and standard deviation of a legitimate flow be
1. and o, and the mean and standard deviation of a mimick-
ing flow be p, and o,. Suppose o. and o, are instances of a
same distribution. Then

Ha =
Oq =
Secondly, we expect to see the difference at the destination
computer (the victim) between a genuine flash crowd and a
mimicking attack. The flows (either legitimate flow or mim-
icking flow) merge together at the destination computer, and
both have the same mean; however, the standard deviation
should be different as the mimicking flows have a much
smaller standard deviation than that of legitimate flows. To
illustrate this, we provide an example here. Suppose aggre-
gated attack traffic comes from 50 attack flows following
Gaussian distributions with p, = 10 and o, = 1% - p, = 0.1.
A genuine single distribution is a Gaussian distribution with
'y =500 and o’; = 1% - y/; = 5. We observe the phenomenon
atadestination point according to the number of requests, and
the results are shown in Fig. 8. We can see from Fig. 8 that
although the single flash crowd and the aggregated attack
flow share the same mean (number of requests), they possess a
different standard deviation.

Lemma 1. Suppose we have k (k> 0) flows, Fi(i =1,2,...,k),
which are generated by any function with mean i, and standard
deviation o,. If we merge these k flows together in any style, to
obtain an aggregated flow Fy(p1q,04), then o4 = o,.

* He
- O

(16)

D I=D =

Proof. We transform any flow F'(1 <i < k) as
Fy = py, + f(0)),
", and f(o) is a random

variable depending on variable o,. Therefore, E[(f(0’)] =
0 for any (1 <i < k).

where 1! is the mean of flow F!
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Flow F (114, 04) is the sum of k different flows. Therefore,

F!.
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Theorem 2. When the sufficient number condition does not hold
for botnet owners, defenders can discriminate mimicking attacks
from genuine flash crowds based on the standard deviation of
flows.

Proof. Based on our previous discussion, a bot has to
generate many more requests compared to a legitimate
browser for a given time interval in order to generate the
same number of requests to the web site, and therefore, the
standard deviation of the attack flow is much smaller than
that of legitimate browsers’.

The flash crowd F/(1.,, 0’.) is a single distribution, and its
mean 4, is much larger than y,. For the same reason,

o', > o,. In order to match the request volume of the flash
crowd, a mimicking flow is actually an aggregated flow of
anumber of F, (14, 0,), as lemma 1 indicated, the standard
deviation of the aggregated flows is the same as a single
attack flow, o,, namely, o, < 0. Therefore, we can differ-
entiate them. o

In general, we can use any second order statistical metric to
carry out the detection task. The only difference is the accura-
cy of the result, which depends on the granularity of the
metric. Mimicking attacks can be detected using the standard
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deviation under the circumstance that the sufficient number
condition is not held for attackers. However, there exists a
problem of how accurately we detect mimicking attacks.
Accuracy depends on the metric that we choose. In this paper,
we have to employ second order statistical metrics. There are
many candidates, such as the standard deviation, or the
traditional correntropy. However, in our experiments, we
found that both of them are not as good as we expected,
therefore, we propose a new second order metric based on the
correntropy as follows.

TYLUAB

Z

We name the proposed metric as fine correntropy. Com-
pared with the definition of correntropy in (4), we can see that
the fine correntropy inherits the symmetric, positive proper-
ties of the correntropy metric. The only difference is that the
proposed metric possesses a much smaller granularity, which
is what we need. The advantage of the fine correntropy will be
shown through experiments in the next section.

We note that our proposed detection method possesses an
accuracy problem as other statistical methods, such as false
negative and false positive. For example, for unexpected
events or some incidents, the variation of legitimate flows
may larger than the given threshold of detection, this causes a
false positive. On the other hand, a mimicking attack with a
variation smaller than the given threshold of detection results
in a false negative.

eapl(A; - By)’). (17)

5.2 The Mimicking Attack Detection Algorithm
In order to detect the flash crowd mimicking attacks, we have
to establish a profile of the fine correntropy of flows for the
non-attack cases, and identify an anomaly when the variation
of flow fine correntropy is sufficiently different from the
normal value. We can manually supervisor the network traffic
of the web site, which we try to protect, for a number of given
periods (we use twenty four hours as one period). We take the
periods that are attack free as benchmark for anomaly detec-
tion. As a result, we can establish a map of the number of page
request R(t) against time ¢ for a twenty four hour period.
The granularity of time ¢ could be at the second or minute level
in order to detect attacks in time.

The detection algorithm is shown in detail in Algorithm 2.

Algorithm 2: The mimicking attack detection algorithm

1. Establish the profile of R(t) for a 24 hour period;

2. Establish a mapping of the variation of flow fine corren-
tropy of page request flows against R(t), and denote as

Vi(n(t));
3. while {true} do

Monitor the volume of page requests of the web site,
denote as R'(t);

while {R/(t) > R(t)} do

a. Following statistical methodology, sample request
flows for sufficient sample points;

b. Calculate the flow fine correntropy V}(t);
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ing flows under different ratios compared to that of flows from a flash
crowd.

¢ AVp(t) = Vi (1) = Vi(®)l;
d. if AVy(t) is sufficient then
it is mimicking attack
else
do nothing
end
end

end

We note that the goal of the proposed method is to detect
flash crowd mimicking attacks, rather than identify attack
sources, which is referred to as traceback. We refer interested
readers to the recent work of [47], [48], and [49] for DDoS
traceback.

5.3 Effectiveness of the Detection Method

As we have proven that it is possible to discriminate a
mimicking attack from a genuine flash crowd, we demon-
strate the effectiveness of the proposed detection method
using simulations in this section. We note that the proposed
detection method is independent of any specific flow distri-
bution because the parameters that we use are the second
order statistical data, e.g. the standard deviation. Without loss
generality, we use the Gaussian distribution for the traffic
flows in the following experiments.

A direct and simple metric is the standard deviation of
flows. We then investigated the variation of standard devia-
tion for different ratio p. In detail, we set a target flow as
legitimate flash crowds. For a given p, the mean and the
standard deviation of a mimic flow is then L of that of the
target flows, respectively. The result is shown in Fig. 9.

We found that there is no way to detect the mimicking
attack when p = 1 (namely, the number of active bots is the
same as the number of active legitimate users), and it is
hard to do so when p = 0.5 (namely, the number of active
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Fig. 10. The ratio of standard deviation over mean of legitimate users of a
popular news web site for every thirty minutes for a twenty-four hour
duration.

bots is half of the number of active legitimate users).
However, we can clearly detect mimicking attacks when
p = 0.33. Namely, we can detect when the number of active
bots is no more than { of the number of legitimate users
(nalt) < ne(t).

However, the number of legitimate users varies from day
to day, and this fact has a critical impact on our detection.
To find out the variation of the number of legitimate users fora
given web site, we collected the number of users for every
30 minutes for 30 days of a popular news web site, and
obtained the mean and the related standard deviation of
each sample point in a 24 hour scale. In Fig. 10, we present
the ratio of standard deviation over the mean in terms of the
number of users for every 30 minutes for a 24 hour duration.
Based on Fig. 10, we find that the variation of users could be as
high as 5 times in the early morning. In other words, it is
possible that the number of user varies to only 20% as we
expected.

We define detection effectiveness as the threshold (in terms of
ratio) that we can successfully detect mimicking attacks, in
other words, if the ratio is lower than the threshold, then
we can effectively detect the mimicking attack using the
proposed second order metric method. We know that the
detection effectiveness is decided by two elements: detection
accuracy of the selected metric and the possible variation of
the number of legitimate users.

Combined the metric accuracy of using standard deviation
(which s { in this case) and the observation on variation of the
number of legitimate users that we gain from Fig. 9 (which is
around ), we find that the detection effectiveness that we can
achieve is = (31~ 6.7%). This means if a botmaster can
organize a sufficient number of active bots, for example, just
more than to 6.7% of the number of active legitimate users,
then he can fly under the radar, or cause a false negative for
our detection systems.

In order to improve the detection effectiveness of the
proposed method, we will use the proposed fine correntropy
to replace the standard deviation as a metric to repeat the
same experiments as we conducted in Fig. 9. The result is
shown in Fig. 11. We can see that it is impossible to
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Fig. 11. The variation of the second order similarity between mimicking
flows and that of a single genuine flow.

discriminate the attack when p = 1, but we can clearly differ-
entiate them when p = 0.98. Combined with the variation of
the number of legitimate users we found in Fig. 10, we obtain
the threshold for effective detection is around 19.6% = £ - 0.98,
which means a botmaster has to possess more than 19.6% of
the number of legitimate users to fly under the radar. In other
words, the detection accuracy improves around 3 times using
the proposed fine correntropy metric compared to using the
standard deviation as the metric.

6 LIMITATIONS AND FURTHER DISCUSSION

In this paper, we have explored the possibility of successful
mimicking attack and detection, which tackles only a small
part of the whole problem. We discuss the limitation of the
current paper as follows.

Firstly, there are many legitimate events with small
number of active users in cyberspace, which make it easy
for botnet owners to meet the critical number condition to
successfully mimicking those kind of events to carry out
their malicious goals. Based on our analysis, our method is
unable to detect them. However, the existing graphic
puzzle method [19] is effective in eliminating them at the
potential victim location although this method is annoying
to users.

Secondly, the visual graph based method is not strictly
reliable to judge a mimicking is successful or not. In practice,
our benchmarks for page popularity, viewing time interval
and browsing length are statistical data, therefore, when a
mimicking result is very close to the benchmark, we cannot
differentiate it. Moreover, to the best of our knowledge,
researchers use visual graphs to judge whether a distribution
follows the power law or not. Although this method is feasible
in practice, it lacks mathematical rigorousity.

Thirdly, similar to many other modeling cases, we only
studied the case where the active bots were homogeneous in
order to simplify the modeling and analysis. This is a feasible
approximation in practice as the majority of active bots are in
the same or neighboring time zone, and the majority of the
computers and their bandwidth are similar. We can relax this
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to a heterogeneous environment, however, it needs a lot of
further effort.

Fourthly, the proposed detection method falls in the sta-
tistical category, and inherits the disadvantages of the meth-
odology. For example, the parameters for a detection are not
available for a newly created web site, thus it is impossible to
carry out a detection. We believe there are effective and better
methodologies to address the inherited shortcomings of the
statistical techniques from different perspectives. Moreover,
similar to other statistical methods, our detection method is
vulnerable to deliberate traffic profile taint from attackers
before their attacks.

Fifthly, attack and anti-attack is an endless loop between
attackers and defenders. Whenever a new defence technique
or strategy is known to attackers, they may invent new
methods or strategies to circumvent the defence. For example,
in this paper, we only consider that the attack botnet is
homogeneous. It is difficult for defenders if different botnet
owners collaborate with each other to establish a super
heterogeneous botnet to carry out their attacks. This is an
important and interesting topic to explore.

To help defenders win against hackers, one essential rule is
to reduce the active number of bots that hackers can use.
Education should be offered to Internet users, such as execut-
ing anti-virus software periodically and frequently, patching
software packages in time, and turning off computers when
they are not in use.

7 SUMMARY AND FUTURE WORK

In this paper, we tried to answer an important question in
cybersecurity: can we detect legitimate behavior mimicking
attacks? The answer is both yes and no. Firstly, it is very hard
to detect this kind of attack using existing methodologies, e.g.
feature based or statistics based methods. We have estab-
lished a mathematical model to simulate the browsing dy-
namics of legitimate web browsers. Both of our theoretical
analysis and real world data experiments demonstrated that
we cannot detect this kind of simulation in statistics. Howev-
er, there is a critical condition for a successful mimicking
attack: the number of active bots of the botnet must not be
lower than the number of active legitimate users. Secondly,
we note that current botnet owners would find it difficult, if
not impossible, to satisfy this sufficient number condition in
the instance of performing large scale attacks, such as flash
crowd attacks. Based on this new finding, we therefore
proposed a second order statistics based discrimination algo-
rithm to detect this kind of attack. Our theoretical analysis and
simulations confirmed the effectiveness of the proposed de-
tection method.

Our future work will follow two directions. First, there
are a lot of legitimate network events that do not involve a
large number of users. Therefore, botnet owners do have
the capability to perform perfect mimicking attacks, such as
membership recruitment, performance degradation attacks,
and so on. We have a significant interest in addressing
this problem by finding new methodologies. Secondly, we
are also interested in tackling the problem of botnet owners
who may cooperate with each other to establish a super botnet
to satisfy the sufficient number condition to execute mimick-
ing attacks.
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